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Abstract. An agent may decide to delegate tasks to others. The act of delegating
a task by one autonomous agent to another can be carried out by the performance
of one or more imperative communication acts. In this paper, the semantics of im-
peratives are specified using a language of actions and states. It is further shown
how the model can be used to distinguish between whole-hearted and mere ex-
tensional satisfaction of an imperative, and how this may be used to specify the
semantics of imperatives in agent communication languages.

1 Introduction

To delegate is to entrust a representative to act on your behalf. This is an important issue
for agents that may be forced to rely on others. Although autonomous agents have a high
degree of self-determination, they may be required to achieve a goal that is made easier,
satisfied more completely or only possible with the aid of other, similarly autonomous,
agents. For delegation to be successful, there must be a relationship between the agent
delegating the goal or task and the agent to whom it is delegated. Furthermore, after
successful delegation, responsibility for the task concerned is now shared. For example,
the manager of a business unit, in delegating a task, will no longer be solely responsible
for that task. The manager must, however, ensure that the employee to whom the task
has been delegated acts appropriately (e.g. by completing the task, asking for help or
further delegating the task).

A number of questions are immediately apparent from the short characterisation of
delegation and responsibility given above:

1. What is the nature of the relationship on which the ability to delegate is predicated?
2. Through what communicative acts can an agent delegate tasks, and how are they

specified?
3. Under what conditions can it be said that delegation was successful?

In this paper, primary consideration is given to questions 2 and 3 (a reader interested
in question 1 is referred to the model of roles and relationships proposed by Panzarasa
et al. [18] and to the work of Castelfranchi [4]). Given that an agent has some rationale
for attempting to delegate a task, how can this delegation be carried out and how can



it be considered a success? In answering these questions, the action-state semantics of
imperatives proposed by Hamblin [11] is summarised, and the link between impera-
tives and normative positions is discussed. With this grounding, it is shown how the
notion of delegation can be captured and how a clear distinction can be made between
whole-hearted and mere extensional satisfaction. First, however, it is important to place
imperatives in the context of other types of communicative acts, and relate this to exist-
ing literature on agent communication languages.

2 Imperatives and agent communication

Knowledge level [17] communication between agents through speech act based [2, 21]
agent communication languages (ACLs) is both an active area of research [24, 20] and
of standardisation [9, 8]. These languages typically include indicatives (or assertions)
such as ‘tell’ (KQML) and ‘inform’ (FIPA); for example, “It’s raining”. Queries or
questions are also common (i.e. interrogatives) such as ‘ask-if’ (KQML) and ‘query-if’
(FIPA); for example, “Is it raining?”. In addition to these, imperatives are used to issue
commands, give advice or request action; for example, “bring the umbrella”. Examples
of imperative message types in ACLs are ‘achieve’ (KQML) and ‘request’ (FIPA). An
intuitive explanation of these message types is that the sender is attempting to influence
the recipient to act in some way. In fact, an attempt to influence the mental state of the
hearer (or recipient of a message) is common to all knowledge level communication.
For example, an agent utters an indicative such as “It’s raining” with the intention of
inducing a belief by means of the recognition of this intention [10]. In other words, the
speaker is attempting to influence the hearer to adopt a belief about the weather.

Similarly, the imperative “bring the umbrella” is an attempt to influence the hearer’s
future actions by means of the hearer recognising that this is the intention of the speaker.
Following Searle’s [21] description of the types of illocutionary (or communicative) act,
Cohen and Levesque [6] provide a model in which such acts are construed as attempts
by the speaker to change the mental state of the hearer. For example, a request for the
hearer to do some action, � , is an attempt to change the hearer’s mental state in such a
way that it becomes an intention of the hearer to do � . The hearer, being an autonomous
agent, may refuse. This is, of course, different from misunderstanding the speaker.

With this in mind, Cohen and Levesque [6] distinguish the goal of the speaker in
performing the act and their intention. The goal, in the case of an imperative, is that the
hearer believes that the speaker intends the hearer to act and the hearer acts accordingly.
The intention, however, is that the hearer believes that this is the intention of the speaker.
If the intention of the speaker is not understood by the hearer, then the communicative
act is unsuccessful. A communicative act is then an attempt to achieve the goal, but
at least to satisfy the intention that the hearer believes that this is what the speaker
wants. Through this definition of ‘attempts’, Cohen et al. [6, 24] provide a concrete
characterisation of the communicative acts that are common in ACLs, and go on to
specify conversations. For example, one agent offers a service to another, which may
be responded to with acceptance, rejection or silence (cf. Barbuceanu and Fox [3]). This
extension of an agent communication language to capture typical conversations between



agents is the approach taken by the FIPA specification [9], and it is the specification of
imperatives within FIPA that is returned to in section 5.

The grounding of agent communication languages in such formal models is essen-
tial to ensure that the meaning of communicative acts are clear to those designing agents
for practical applications. Without such a grounding, agent communication languages
can suffer from inherent ambiguity which, when implemented, can lead to unexpected,
undesirable and counter-intuitive results. The work presented in this paper focuses on
imperatives, aims to present an account of delegation, and show how this may be better
understood by considering both existing models of imperatives [11, 26] and normative
positions [15, 22].

2.1 The Nature of Imperatives

Numerous proposals have been laid out in both philosophical and computational liter-
ature for classification of utterance types, or, more specifically, of illocutionary acts.
Austin [2, p. 150] and Searle [21, pp. 66–67] are perhaps the two most prominent.

Though there are a range of similarities and dissimilarities, these schemes have
at least one thing in common: not all utterances are indicative. This is not in itself
remarkable, until it is considered that the logics employed to handle and manipulate
utterances are almost always exclusively based upon the predominant formal tradition
of treating only the indicative. The interrogative and imperative utterances (which figure
amongst Austin’s Exercitives and Expostives, and include Searle’s Request, Question,
Advise and Warn) rarely benefit from the luxury of a logic designed to handle them.

Interrogative logics for handling questions have been proposed by Åqvist [1] and
Hintikka et al. [13] among others, and these form an interesting avenue for future ex-
ploration. The focus of the current work, however, is on imperative logic. Hamblin’s
[11] book Imperatives represents the first thorough treatment of the subject, providing
a systematic analysis not only of linguistic examples, but also of grammatical structure,
semantics and the role imperatives play in dialogue.

His classification goes into some detail, but one key distinction is drawn between
imperatives which are wilful, and those which are not. The former class are charac-
terised by advantage to the utterer, the latter by advantage to the hearer. Thus com-
mands, requests, and demands are all classed as wilful; advice, instructions, sugges-
tions, recipes and warnings are all classed as non-wilful.

The distinction is useful because it highlights the importance of the contextual en-
vironment of the utterance: commands would fail to have an effect if the utterer was
not in a position of authority over the hearer; advice would fail if the hearer did not
trust the utterer, and so on. Any logic of imperatives must both be able to cope with this
wide range of locutionary acts, but also be insensitive to any of the extralinguistic (and
thereby extralogical) factors affecting the subsequent effect of issuing imperatives.

2.2 Action State Semantics

Hamblin [11] offers an elegant investigation into imperatives, examining their role and
variety, and developing an expressive syntax and semantics. Hamblin states [11, p. 137]



that to handle imperatives there are several features, “usually regarded as specialised”,
which are indispensable: (1) a time-scale; (2) a distinction between actions and states;
(3) physical and mental causation; (4) agency and action-reduction; and (5) intensional-
ity. It is clear that any semantics, which competently integrates these five aspects should
hold some significant appeal for those concerned with formalising the process by which
agreements between agents are negotiated, specified, serviced, and verified.

The aim here is to equip the reader with a working grasp of action state semantics,
so before the presentation of a formal summary, a brief overview is necessary. The
first unusual feature of Hamblin’s model is the explicit representation of both events
and states — that is, a world comprises a series of states connected by events. The
states can be seen as collections of propositions; the events are of two types: deeds,
which are performed by specific agents, and happenings, which are world effects. This
distinction gives the model an unusual richness: most other formal systems have explicit
representation of one or other, defining either states in terms of the sequences of events
(true of most action and temporal deontic logics), or else, less commonly, events in
terms of a succession of states (classical AI planning makes this assumption). It is
interesting to note that the situation calculus [16] admits explicit representation of both
states and events, but the commonly adopted “axioms of arboreality” [23] restrict the
flexibility such that states can be defined as event sequences.1

This rich underlying model is important in several respects. First, it allows, at a syn-
tactic level, the expression of demands both that agents bring about states of affairs, and
that they perform actions. Secondly, it avoids both ontological and practical problems
of having to interrelate states and events — practical problems often become manifest
in having to keep track of ‘Done events’ in every state [7]. Finally, this construction of
a world as a chain of states connected by deeds and happenings, makes it possible to
distinguish those worlds in which a given imperative

�
is satisfied (in some set of states).

Thus the imperative “Shut the door” is satisfied in those worlds in which the door is shut
(given appropriate deixis). This ‘extensional’ satisfaction, however, is contrasted with a
stronger notion, of ‘whole-hearted’ satisfaction, which characterises an agent’s involve-
ment and responsibility in fulfilling an imperative. Such whole-hearted satisfaction is
based upon the notion of a strategy: an assignment of a deed to each time point for the
specified agent. A partial

�
-strategy is then a set of incompletely specified strategies, all

of which involve worlds in which
�

is extensionally satisfied. The whole-hearted sat-
isfaction of an imperative

�
by an agent � , is then defined as being � ’s adoption of a

partial strategy and execution of a deed from that strategy at every time point after the
imperative is issued.

The summary presented below is the core of Hamblin’s model. For a more complete
set-theoretic précis, the reader is referred to the appendix of Walton and Krabbe [26]. A
world � in � is defined such that an assignment is made to every time point from � ,
(1) a state from the set of states � , (2) a member of the set � of ‘big happenings’ (each

1 This conflation arises from associating a given sequence of events with a single, unique situ-
ation: even if all the fluents in two situations have identical values, under the axioms of arbo-
reality, those two situations are only the same if the events leading to them have also been the
same. In Hamblin’s work, there can be several different histories up to a given state and the
histories are not themselves a part of those states.



of which collect together all happenings from one state to the next) and (3) a deed (in�
) for every agent (in � ), i.e. an element from

���
. The set � of worlds is therefore

defined as � ��� ��� � �	��
 .
The states, happenings and deed-agent assignments of a given world � are given by

��� � � , �� � � and
� � � � . Let ��� be a history of a world up to time � , including all states,

deeds and happenings of the world up to � . Thus ��� is equivalent to a set of worlds which
have a common history up to (at least) time � . ��� is then the set of all possible histories
up to � ; i.e. all the ways by which the world could have got to where it is. A strategy ���
is then an allocation of a deed to each � ����� � ��� for every ������� .2

Let the possible worlds in which the deeds of agent � are those specified by strategy
� � be ��� �� "!"� � �$#%� � � , and the worlds in which an imperative,

�
, is extensionally satisfied

be �'& . A strategy for the satisfaction of an imperative
�

(i.e. an
�
-strategy) can, therefore,

be defined as follows.

Definition 1. A strategy �(� �*) � is an
�
-strategy for agent � if and only if the worlds

in which � does the deeds specified by �+� are also worlds in which
�

is extensionally
satisfied: ��� �� ,!"� � �-#,� � �/. �0& .

In practice, however, it is not feasible for an agent to select a particular strategy in
) � at time � that specifies every deed for every time �%� after � . For this reason, and agent
will adopt a partial

�
-strategy.

Definition 2. A partial
�
-strategy is a disjunction of

�
-strategies, ) �� . )	� , and the

world set for � adopting this partial
�
-strategy is �1� �� ,!2� � �-# ) �� � .

With this grounding, the whole-hearted satisfaction of an imperative,
�
, can now be

defined.

Definition 3. An agent � may be said to whole-heartedly satisfy an imperative
�

issued
at � if and only if for every ������� :
(a) � has a partial i-strategy, ) �� � ; and
(b) � does a deed from the set of deeds specified by that ) ���� .

3 The Action Component

With this grounding in Hamblin’s action-state semantics, the syntax is now extended
to explicitly refer to agents performing actions and achieving goals. With the sets of
deeds, 34#%56#(7+7(7 � � , states3 8 #,9:#(7+7(7 � � and agents �$#�;<#(7+7(7 � � , action modalities
for bringing about states of affairs and performing actions can be defined (section 3.2).
Before this is done, however, it is useful to summarise Jones and Sergot’s [14] action
modality =?> on which the work reported here is based.

2 This notion of a strategy has an intensional component, since it prescribes over a set of possible@ , rather than picking out, at this stage, the actual world.
3 In principle, states describe the entire universe at a given moment, so the elements referred to

here are in fact portions of states; sets of propositions from which states are composed. The
syntactic convenience adopted here is not important to the discussion.



3.1 The action modality ���
In their model of institutionalised power, Jones and Sergot [14] specify an action modal-
ity = > (read “ � sees to it that. . . ”). =?> as the smallest system containing propositional
logic and closed under the rule �	= , with additional axiom schema � (necessary for a
logic of successful action), and the rule of inference ����� which is intended to capture
the notion that an agent is somehow responsible for its actions.

RE �
	���� �
	 �� �
T = > 8�� 8

R � N �� �  �
In the context of specifying imperatives, the single most important shortcoming of

the action modality =?> , as proposed by Jones and Sergot, is that it relies upon a state-
based semantics. Events are viewed through what Hamblin terms ‘pseudo states’, such
as the state of something having happened or of something having been done [11, p.
143]. Jones and Sergot themselves do not offer a precise characterisation of the reading
of = > 8 — they typically refer to it as “ � seeing to it that state of affairs 8 holds” or
“ � ’s act of seeing to it that 8 .” They remark [14, p. 435]: “we employ the same action
modality = > both for expressing that agent � creates/establishes states of affairs, and
for expressing that � performs designated acts [...] We have found reasons to be uneasy
regarding this kind of dual employment, and leave development to further work.”

A clean resolution to the issue of how to deal syntactically with both states of affairs
and actions, while retaining the clear E-type properties and the seamless integration
with deontic constructs, is crucial for providing a language of imperatives.

3.2 The Action Modalities ��� and ���
Two new modalities, � > and � > , are proposed for a coherent action logic which can
distinguish actions and states. � > 8 indicates that agent � sees to it that state of affairs8 holds. Similarly, � > 3 indicates that agent � sees to it that action 3 is carried out.4

Notice that in neither case is a specific action demanded of � — �$> 3 does not specify
that � should necessarily perform action 3 , though clearly this would be one way in
which it might be true. Each operator follows the relativised modal logic of type = [5],
closed under rule � = : rule 1 being � = for the modal operator �$> and rule 2 being that
for ��> .

8�� 9
� > 8�� � > 9 (1)

3 � 5
�<> 3 � ��> 5 (2)

4 The modalities draw their names from von Wright’s distinction in his seminal work on deontic
logic [25, p. 59] between Seinsollen and Tunsollen, ought to be and ought to be done. Some of
the links between the current work and deontic logic are explored below.



Following Jones and Sergot’s exposition of the modality = > , both ��> and ��> use
the additional axiom schema � : axiom schema 3 being � for the modal operator � > and
axiom schema 4 being that for � > .

��> 8�� 8 (3)

�<> 3 � 3 (4)

These modalities are defined in terms of the action-state semantics summarised in
section 2.2. Using the fact that, for a particular world, � , the states of that world are
given by � � � � and the deed-agent assignments are given by

� � � � , the action modalities
� > and � > are understood in the following way:

The modality � > is tied to ��� � � .
(a) If 8 � ��� � � � 9 � ��� � � then ��> 8 � � � � � � ��> 9 � ��� � � .
(b) If � > 8 � � � � � then 8 � ��� � � .
The modality � > is tied to both ��� � � and

� � � � .
(a) If 3 � � � � � � 5 � � � � � then ��> 3 � ��� � � � ��> 5 � ��� � � .
(b) If � > 3 � ��� � � then 3 � � � � � .

Note that no equivalent to the rule of inference R � N is defined here (R � N was
included by Jones and Sergot [14] to capture the notion that an agent is somehow re-
sponsible for its actions). In contrast, responsibility for seeing to it that states of affairs
hold (for � > ) and actions are done (for � > ) is captured by the definition of whole-hearted
satisfaction. An agent’s responsibility for bringing about a state of affairs or for seeing
to it that an action is done is therefore defined by both the maintenance of a partial�
-strategy, ) �� , and the selection of deeds specified by this ) �� (see definitions 2 and 3).

It is worth re-emphasising at this point that there might be a temptation to “simplify”
the logic, and define one of the two action modalities in terms of the other; to do so,
however, would lose the attractive distinction provided by the semantic model, and
thereby spoil the possibility of reasoning about commitment and the satisfaction of
imperatives.

4 Delegation

There are two simple developments leading from the foundation introduced above that
facilitate the introduction of machinery to handle delegation in a straightforward man-
ner. First, the recognition that deontic statements can themselves be seen as states of
affairs (see, for example Pörn [19]). Such states of affairs, like any other, can be the
subject of the � > modality. Second, imperatives can be constructed using the resulting
deontic action logic.5

5 Note that it is not being claimed that deontic logic can be reduced to imperatives or vice versa
(cf. Hamblin, 1987, pp. 113-127). It is however, claimed that normative positions where both
normative (obligation, permission, etc.) and action components are involved can be seen as
imperatives.



In this way, the statement � >�� ����3 , can be read as “ � sees to it that the state of
affairs holds in which it is obligatory for ; to see to it that 3 is performed”. Further,
the statement might be issued as an imperative by some third party to � . A linguistic
example of such an imperative might be: “Make sure your sister cleans her teeth!” There
may be a range of means by which � might bring about this state of affairs (as with any
other) but one obvious alternative is for � to issue an imperative to ; of the form � � 3
(e.g. “Clean your teeth, sis!”).

Thus, in general, the act of uttering an imperative can, in the right situation, bring
about a normative state of affairs. Clearly, both the form and type of locutionary act
employed, and the imperative’s overall success, will be partly dependent upon a variety
of contextual factors, including in particular the relationship between the utterer and
hearer, and existing normative positions either personal or societal. The general form
of the interaction, though, is that the utterer attempts to introduce a new norm (and it is
this act which counts as the utterer working towards whole-hearted satisfaction at this
point); this attempt, if combined successfully with contextual parameters will generate
a new normative position (or a modification of an existing position).

�����	��
 � ��# � #� ����������� �������� � ��� (5)

Here, ‘utter’ is an appropriate communicative primitive, such as ‘request’. � is the
speaker, � the hearer and � an imperative formed using the � and � action modalities.
The consequent is then that the addressee is obliged with respect to the content of the
imperative � .

As mentioned above, the imperatives � > 8 and � > 3 implicitly admit the possibility
that � delegates responsibility for their achievement. This implicit assumption is based
on the simple deontic inter-definition between obligation and permission.

��� � ��� � � (6)

This, combined with some notion of negation as failure, licenses any agent to bring
about normative states of affairs (in the right context), unless expressly prohibited from
so doing. This represents something of a simplification of Lindahl’s [15] theory of nor-
mative position (see also Sergot [22]). In fact, there are seven distinct normative posi-
tions of an individual with respect to a state of affairs: an agent may have the freedom
(or not) to bring about

�
, the freedom (or not) to bring about � � and the freedom (or

not) to remain passive towards
�

. The work presented in this paper does not address the
range of freedoms described by Lindahl, but is consistent with it. The focus is on the
distinction between an agent being free to act and being free to delegate a task.

In fact, it may be necessary to restrict the freedom of an agent to delegate, and to
ensure that it carries out some action or brings about a state by his own, direct, inter-
vention. Equally, there are, rarer, cases in which delegation is demanded. Taking this
second and simpler case first, the imperative � > � � � 3 captures this enforced delega-
tion: that x brings it about that the state of affairs holds in which y is responsible for
ensuring that the action 3 is performed.

The first case is slightly more complex. The implicit freedom of �-> (and identically
for ��> ) must be restricted by ensuring that � does not delegate. There are three important
problems with an interpretation of this restriction:



1. Delegation is not a specified action — there are many ways of delegating, and it
is inappropriate for a logic to be founded upon some arbitrary action definition for
delegation. Thus, it is undesirable to specify prohibition of a delegation action.

2. As explained above, the distinction between states and events is a key component
of action state semantics and to tie states to event postconditions would conflate
this distinction, loosing much of the power of the semantics. Therefore, it is also
undesirable to prohibit a state of affairs which can be uniquely identified with the
postcondition of delegation.

3. The agent to whom an action may be delegated may himself be subject to a number
of imperatives, the status of which should not be impinged upon by restrictions
on � ’s power to delegate. Thus, if ; has an obligation towards action i.e. � � � 3
then � ’s inability to delegate responsibility for 3 should not be expressed using
� ; ��� � � 3 .

The solution relies upon Hamblin’s notion of whole-hearted satisfaction, and, in
particular, upon interpreting the locutionary act, of �-> 3 , as a request for whole-hearted
satisfaction of the imperative. Trivially, the locution � �$> 3 is a request for not satisfy-
ing the imperative ��> 3 whole-heartedly; i.e. not adopting partial i-strategies at each � ,
and avoiding deeds that ensure extensional satisfaction of �-> 3 . Crucially, extensional
satisfaction of 3 is not thereby precluded ( � may not ‘whole-heartedly bring it about’,
but it may happen any way). This negated imperative can then be used to restrict the
license to delegate: � � > � ����3 . Thus � must not whole-heartedly satisfy the imperative
that the state of affairs is reached in which some ; is permitted to be responsible for
the performance of 3 . This not only avoids problems (1) and (2) by referring to a range
of states of affairs after delegation, but also circumvents (3) by leaving open the possi-
bility that

� � � 3 , or even � � � 3 , is (or will) in fact be the case — but not as a result
of anything � has done (this, after all, is the definition of extensional satisfaction). To
enjoinder � to perform some action 3 which he does not have the power to delegate can
therefore be expressed as �-> 3 � � ; � ��> � ����3 .

The characterisation is isomorphic for �-> 8 . The basic semantic interpretation per-
mits delegation, and that power can be restricted where necessary, resulting in the con-
junction of imperatives � > 8 � � ; � ��> � ��� 8 .

4.1 Worked Examples

A couple of examples will serve to demonstrate not only the syntax of imperatives,
the normative positions they engender, and the means by which whole-hearted satisfac-
tion can be determined, but also to show clearly that the formalisation is intuitive and
uncluttered.

Example 1 A lecturer is told by her head of department to prepare copies of her lec-
ture notes for her class. She may then (a) copy the notes herself (b) request that the
departmental secretary copy the notes.

The initial request concerns actions, so the appropriate modality is �$> , and the
whole imperative is specified in equation 7.



����� �����	��
���	�	 � ����� � � �	��� (7)

The worlds in which this imperative is extensionally satisfied, � &�� are given by
equation 8.

�'& � ��� ����� ��� ������� � � �	��� > � � � � � � (8)

That is, all those worlds in which anyone (any � ) is assigned the deed of copy notes
(
� � � � gives deed-agent assignments, see section 2.2).

Thus a world in which the deed-agent assignment
� ���!� � � ��"� �#�	��
�����$ is present

would represent one in which
�%�

is extensionally satisfied.
Alternatively, following example (1)b, the lecturer could issue the imperative

�%&
to

the secretary:

��&'� ��( �	�$	�)
+*�	, ������� � � �	��� (9)

This should, in the given context, lead to a normative state of affairs in which

� � ( �	�$���
�*�$, ������� � � �	��� (10)

i.e. in which the secretary is obliged to see to it that the copy notes action is carried
out. The action of the secretary carrying out copy notes would fulfil the definition of
extensional satisfaction not only of

�)&
, but also of

� �
in (4) (of course, the worlds of

extensional satisfaction of
�)&

are identical to those of
� �

in this case). Notice also that
the secretary could further delegate the task to the tea-boy, etc.

Whole-hearted satisfaction of
�-�

is defined as usual using ��& � — the lecturer must
select a deed from a partial

�%�
-strategy, i.e. a partial allocation of deeds at time points

to ensure that at least some of the worlds ��& � remain possible. Both direct action and
delegation thus keep extensional satisfaction within the bounds of possibility, and could
thus figure in whole-hearted satisfaction of

�-�
.

A similar situation holds for the secretary, and the tea-boy (presumably there would
eventually be only the option of performing the task, since any alternative would lead
to the imperative lapsing).

Example 2 A lecturer is told by her mentor that she must, herself, write an exam paper.
The initial request again concerns action, so the positive part of the imperative is

captured by

��./� �0���	��
���	�	21 
-3 �	� � �54�6 (11)

There is, however, the non delegation component, captured by the second conjunct:

� . � � �#�	�)
#��	�$ 1 
%3 �� ���5476 � � ; � � �#�	��
�����$ � � � 1 
%3 �� � �5476 (12)

Thus the lecturer may not be responsible for bringing about that any other agent is
permitted to write her exam for her. Of course, it is conceivable that if, for example,
she were to fall ill, her head of department might grant exam-writing permission to
someone else in her place. Or, at a stretch of the imagination, there might be a role in



a higher echelon of exam administration in which someone has the authority to write
any exam paper they choose. Thus the normative position

� � � ��� � ��� � � ��� may either
exist or come into existence for some agent ; — this is extensional satisfaction. It may
not, however, come about as the result of whole hearted satisfaction on the part of the
lecturer.

Example 3 A colleague asks the lecturer to get hold of a paper for him. She may be
able to download the paper right away, or, if it is not available online, to delegate the
task of getting hold of the paper via an Inter-Library Loan request to a secretary.

The imperative issued to the lecturer concerns a state of affairs, having a copy of
the paper, and can be captured thus:

��� � � �#�	��
�����$ � 4�� � 4 � ��
 (13)

If the paper is on-line, the deed-agent assignment 	 � 1 ��
 � 4 	 � 4 � � 
 ���	��
���	�	 is suf-
ficient to introduce has paper into the state of the world, thereby extensionally (and
whole-heartedly) satisfying the imperative

� �
.

The alternative is to delegate the task to the secretary, perhaps by issuing the imper-
ative

��

� � � � ( �	�$	�)
+*�	, � 4�� � 4 � ��
 (14)

The secretary would then be responsible (through the new normative position
� ��( �	�		��
�*�	, � 4�� � 4 � ��
 ) for getting hold of the paper by whatever means she might see
fit - by filling in an inter library loan form, by ringing the British Library or whatever.
It is of no concern to the lecturer how her secretary finds the paper; the lecturer’s task
is (in this case) done on creating the obligation on her secretary.

Alternatively, the lecturer may decide to specify not the state of affairs that is de-
sired, but rather the means by which they might be achieved. There are two key reasons
why she might do this: (i) to avoid informing the secretary of her goal; (ii) to provide
the secretary with more detailed instructions (as might be appropriate if the secretary
had been recently appointed, say). Delegating the action is formulated, as can be seen
from (5), in as natural a way as delegating states of affairs — in this case, the lecturer
would utter

��
:

� � � � ( �	�$	�)
+*�	, ��� 6 ��
 � �� ����� (15)

5 Specifying communicative acts

It now remains to discuss the consequences of using the model described in this paper
in the practical task of specifying the primitives of an agent communication language.
Following the distinction between actions and states, which has proven so useful in this
discussion of imperatives, it is proposed that the primitives of an agent communication
language should reflect this distinction. The FIPA ACL [9] provides four primitives that
can be clearly understood as imperatives: ‘request’, ‘request-when’, ‘request-whenever’



and ‘request-whomever’. Each of these primitives refer to actions to be performed. The
rationale for this choice being that they may refer to other communication primitives.

The informal description of ‘request-whomever’ (no formal definition is provided
within the 1997 FIPA specification [9]) and the difference between this primitive and
‘request’ is of particular interest here. The primitive ‘request-whomever’ is described as
“The sender wants an action performed by some agent other than itself. The receiving
agent should either perform the action or pass it on to some other agent.” Ignoring the
ambiguity of these two sentences, an interpretation of the ‘request-whomever’ primitive
could be that the message is an attempted delegation of an action where the freedom to
further delegate the action is unrestricted. Presumably, this means that the recipient can:
(1) not understand the message; (2) refuse the request; (3) accept the request and per-
form the action itself; (4) accept the request and ‘request’ some other agent to perform
it; or (5) accept the request and ‘request-whomever’ some other agent to perform it. The
fact that agents can continue to “pass the buck” by forwarding this ‘request-whomever’
means that determining whether the request (or the imperative) has been satisfied is
difficult. A further problem arises: What if agent � requests that ; or whomever does � ,
then ; requests that � or whomever does � and then � requests � to do � . Neither ; nor �
has refused the request, and both have passed it on to an agent other than the agent that
requested that they do � , but the buck has passed back to � ! The action-state semantics
of the model of imperatives presented in this paper provides a means to tie down this
delegation.

In common with the majority of action languages, the formal specification of the
primitive ‘request’, and all other communicative acts within the FIPA specification,
provides a set of ‘feasibility preconditions’ (FP) and a set of ‘rational effects’ (RE).
The definition of request is reproduced here:6

� � # � ��� � ����� � � # �
� �

����� 9 &
	�� � � � � � # �
��� ��9 & ���� ��� � � �

�
����� � ��� � � �

�

There are two issues in this definition that are important to this discussion. First,
the model relies on ‘pseudo-states’: the state of some action � having been done. As
discussed, the model presented in this paper avoids this problem: it provides a means
through which the primitives of an agent communication language can refer to the del-
egation of both actions and goals. Second, and more importantly, to capture the notion
of responsibility for satisfying the request, the preconditions include the belief of the
message sender that the recipient is the agent of the action to which the request refers!
Through the notion of whole-hearted satisfaction, the model presented in this paper
provides a more justifiable and robust characterisation of responsibility.

6 There is a further feasibility condition defined in the FIPA specification [9], but this refers to
the feasibility conditions of the action � . Although this is itself problematic, it is not relevant
to this discussion, and is therefore omitted.



6 Conclusions and future work

There are several key advantages that can be gained through adopting the model pre-
sented in this paper. First, it becomes possible, in a single formalism, to distinguish
an agent doing something, being responsible for getting something done, and being re-
sponsible for bringing about a state of affairs. This model provides a clear semantic
interpretation for each. Second, it becomes possible to consider an agent’s actions with
regard to its commitment to a future obligation, and to determine whether or not it is
behaving reasonably with respect to that commitment. Suppose that � accepts the del-
egated task of doing 3 ; i.e. it involves the imperative � > 3 . Under this agreement, � is
at all times obliged to perform deeds which ensure that it can carry out 3 , or at least it
is forbidden from performing deeds which will remove the extensional satisfaction of

� > 3 from the bounds of possibility.
In the discussion on delegation, it is assumed that getting someone else to act on

your behalf is a valid means to the satisfaction of a commitment. This avoids the need
to restrict the action component, and hence tie ends to sets of means. The restriction that
delegation is forbidden (it is forbidden because the agent is obliged not to delegate) must
then be explicitly stated within an agreement. This has some parallel with the notion
of the protective perimeter of rights [12, 15]. The protective perimeter contains those
actions that can be used to fulfil an obligation. This requires that the action component
is extended to indicate that set of acceptable methods of achieving the goal. However,
in parallel with Jones and Sergot [14], it is essential that an account of delegation is not
dependent upon the detailed choices for the logic of the underlying action component.

The work presented in this paper has shown the application of the elegant action-
state semantics proposed by Hamblin [11] to agent communication. Building on this,
the paper contributes by: (1) giving a clear account of the distinction between doing and
achieving through the introduction of the modalities � > and � > ; and (2) showing how
delegation and responsibility can be cleanly captured using this novel framework.
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